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The empirical likelihood (EL) technique has been well addressed in both the theoretical and applied literature in the context of powerful nonparametric statistical methods for testing and interval estimations. A nonparametric version of Wilks theorem (Wilks, 1938) can usually provide an asymptotic evaluation of the Type I error of EL ratio-type tests. In this article, we examine the performance of this asymptotic result when the EL is based on finite samples that are from various distributions. In the context of the Type I error control, we show that the classical EL procedure and the Student’s $t$-test have asymptotically a similar structure. Thus, we conclude that modifications of $t$-type tests can be adopted to improve the EL ratio test. We propose the application of the Chen (1995) $t$-test modification to the EL ratio test. We display that the Chen approach leads to a location change of observed data whereas the classical Bartlett method is known to be a scale correction of the data distribution. Finally, we modify the EL ratio test via both the Chen and Bartlett corrections. We support our argument with theoretical proofs as well as a Monte Carlo study. A real data example studies the proposed approach in practice.
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1. Introduction

Likelihood methods are common statistical tools that provide very powerful methods of statistical inference. The parametric likelihood methodology requires the assumption that the distribution function of the individual observations have known forms (e.g., Vexler et al., 2009). To relax the parametric assumptions, Owen (1988) introduced the empirical likelihood (EL) methodology as a nonparametric version of the parametric likelihood technique. In a wide range of applications,
the nonparametric EL ratio tests have comparable advantages to those of the parametric likelihood methodologies. EL methods have been well accepted in the literature as very powerful statistical procedures in the distribution-free setting relative to parametric approaches; e.g., see DiCiccio et al. (1991), Hall and Scala (1990), Owen (1988, 1990, 1991, 2001), Qin and Lawless (1994), and Yu et al. (2009). Other results include that of Owen (1990) who proved that the asymptotic distribution function of twice the logarithm of an EL ratio-type test has the form of a chi-square distribution function. This asymptotic result is a nonparametric version of the Wilks’ theorem (e.g., Wilks, 1938), which is known in the context of the asymptotic null distribution of the maximum parametric likelihood ratio test statistic. However, it is well known that the distance between the actual null distribution of a test statistic and its asymptotic approximation can be significant. To acquire the Type I error control related to the EL ratio test, the Bartlett correction can be applied; e.g., see Owen (2001). The Bartlett correction is made by multiplying the relevant test thresholds by a scale parameter, values of which can be chosen to improve upon Wilks’ approximation.

In practice, a finite sample size strongly restricts the Type I error control that is obtained through Wilks’ approximation. In this case, the application of Bartlett’s correction can be also difficult. This is due to the fact that this correction is based upon asymptotic principles, which in turn depend functionally on unknown parameters, such as the 3rd and 4th unknown moments of the underlying population, and hence have to be estimated. When the sample size is relatively small, the unknown parameters utilized within Bartlett’s correction can be poorly estimated such that the efficiency of the Bartlett’s technique deteriorates. It should also be noted that the EL ratio test statistic in certain situations is not Bartlett correctable; e.g., see Chen and Cui (2006) and Lazar and Mykland (1999). Corcoran (1998), as well as Davison and Stafford (1998), remarked that the Bartlett correction applied to EL ratios does not provide significantly effective results in certain practical situations. In this article, we investigate the Bartlett-corrected EL ratio test based on samples with finite sizes.

Data with skewed distributions can also affect the efficiency of the EL method. In this article, utilizing both theoretical and empirical arguments, we show that, in the context of the Type I error control, when the data is non normally distributed and skewed (especially when the sample size is relatively small), the EL ratio test can be corrected in a similar manner to that of a Student’s $t$-test correction. That is, if some correction can improve Student’s $t$-type tests, then it can also be adopted to the EL ratio-type test. Chen (1995) proposed a modification of the $t$-test that was shown to be more accurate and more powerful than both the Johnson’s modified $t$-test and the Sutton’s composite test. The Chen approach is very efficient for small sample sizes. Thus, we propose to apply the Chen (1995) method to modify the EL ratio test. This correction is different from the Bartlett modification that rescales the log EL ratio in order to improve the second-order approximation via a chi-square distribution. Alternatively, we show that Chen correction transforms observations, changing the location of data. To take advantages of both the scale and location corrections, we propose a new modification of the EL ratio test combining the Chen and Bartlett techniques.

To achieve our goals mentioned above, sketch theoretical proofs of the new modifications are provided. A Monte Carlo study is used to evaluate the control of Type I error related to the proposed procedures. A real data example is provided in order to illustrate the proposed method. Section 5 contains our concluding remarks.
2. Methods

Assume, for simplicity, we observe independent identically distributed (i.i.d.) random variables \( X_1, X_2, \ldots, X_n \) with \( E|X_i|^3 < \infty \). We would like to test the hypothesis

\[
H_0 : E(X_1) = \theta \quad \text{vs.} \quad H_1 : E(X_1) \neq \theta.
\]

Furthermore, before we proceed note that the hypothesis above can be extended easily to the more general case, namely,

\[
H_0 : E(g(X)) = \theta \quad \text{vs.} \quad H_1 : E(g(X)) \neq \theta,
\]

where \( g \) is a given function. To test the hypothesis above defined at (1) nonparametrically, first define the EL function in the form of

\[
L(X_1, \ldots, X_n | \theta) = \prod_{i=1}^{n} p_i,
\]

where \( \sum_{i=1}^{n} p_i = 1 \). (Here, \( p_i \)'s, \( i = 1, \ldots, n \), have a sense of \( \Pr\{X_i = x_i\} \).) The values of \( p_i \)'s are unknown and should be obtained under the null or the alternative hypothesis. Under the null hypothesis, the EL methodology (e.g., Owen, 2001; Yu et al., 2009) requires one to find the value of the \( p_i \)'s that maximize the EL that satisfy the empirical constraints \( \sum_{i=1}^{n} p_i = 1 \) and \( \sum_{i=1}^{n} p_i X_i = \theta \). Using Lagrange multipliers, one can show that under the null hypothesis, the maximum EL function has the following form:

\[
L(X_1, \ldots, X_n | \theta) = \sup_{0 < p_1, p_2, \ldots, p_n < 1} \prod_{i=1}^{n} p_i = \prod_{i=1}^{n} \left( \frac{1}{n[1 + \lambda(X_i - \theta)]} \right),
\]

where \( \lambda \) is a root of

\[
\sum_{i=1}^{n} \frac{X_i - \theta}{1 + \lambda(X_i - \theta)} = 0.
\]

Under the alternative hypothesis, just the empirical constraint \( \sum_{i=1}^{n} p_i = 1 \) is in effect. Then

\[
L(X_1, \ldots, X_n) = \sup_{0 < p_1, p_2, \ldots, p_n < 1} \prod_{i=1}^{n} p_i = \prod_{i=1}^{n} \left( \frac{1}{n} \right) = \left( \frac{1}{n} \right)^n.
\]

Combining (2) and (3), we obtain the log EL ratio, test statistic for (1) in the form of

\[
l(X_1, \ldots, X_n | \theta) = -2 \log \frac{L(X_1, \ldots, X_n | \theta)}{L(X_1, \ldots, X_n)} = 2 \sum_{i=1}^{n} \log[1 + \lambda(X_i - \theta)].
\]
Owen (1988) proved that \( l(X_1, \ldots, X_n | \theta) \) has an asymptotic chi-square distribution, under the null hypothesis. Hence, we can test \( H_0 \) at the approximated significance level \( \alpha \) using the test

\[
l(X_1, \ldots, X_n | \theta) = 2 \sum_{i=1}^{n} \log[1 + \lambda(X_i - \theta)] > C_\alpha,
\]

where the test threshold \( C_\alpha \) is the 100(1 - \( \alpha \))% percentile for a chi-square distribution.

Note that one can show

\[
l(X_1, \ldots, X_n | \theta) \approx \left[ \sum_{i=1}^{n} (X_i - \theta) \right]^2 / \sum_{i=1}^{n} (X_i - \theta)^2 \quad \text{as } n \to \infty,
\]

where \( [\sum_{i=1}^{n} (X_i - \theta)]^2 / \sum_{i=1}^{n} (X_i - \theta)^2 \) has an asymptotic chi-square distribution under the null hypothesis given at (1). The asymptotic proposition (5) and its proof are similar to results that were demonstrated and utilized by Qin and Lawless (1994) in a different context. For details, see the Appendix.

This asymptotic result motivates us to consider the \( t \)-test statistic

\[
T(X_1, \ldots, X_n | \theta) = \frac{\sum_{i=1}^{n} (X_i - \theta)}{\sqrt{\sum_{i=1}^{n} (X_i - \bar{X})^2}} \quad \text{where } \bar{X} = \frac{1}{n} \sum_{i=1}^{n} X_i,
\]

which is asymptotically equivalent to \( 2 \log \text{EL ratio} \), i.e., by virtue of (5) one can show that the \( 2 \log \text{EL ratio} \) is approximated by \( T^2 \) that in turn converges in distribution to a chi-square distribution. This indicates that the EL ratio test and the Student’s \( t \)-test have similar properties in the context of the Type I error control. Note that Owen (1990) concluded that large sample sizes strongly improve the accuracy of the Wilks-type approximations of the distribution of null EL ratio test statistic. In the context of the Type I error control, we demonstrate that the classical EL procedure and Student’s \( t \)-test based on observations from the same distributions have similar properties. That is, when data are close to being normally distributed, the Type I error control related to the tests based on the data is expected to be accurate even when \( n \), the sample size, is small. However, when the sample size is large and the observations are from a lognormal distribution, neither the \( t \)-test nor the EL ratio test control the Type I error well. In this case, both tests can be affected strongly by the skewness of data. In Sec. 3, we confirm this conclusion via a Monte Carlo study.

In certain situations, the EL ratio test is Bartlett correctable; e.g., see Owen (2001). The Bartlett correction is a theoretical adjustment for the second-order approximation of a log-likelihood ratio distribution; e.g., see Hall and Scala (1990). However, the Bartlett correction cannot completely solve the problem of the Type I error control when the data is skewed. Moreover, when the Bartlett correction is applied certain unknown parameters need to be estimated. The accuracy of this estimation can affect the overall efficiency of the Bartlett correction. Note that Lazar and Mykland (1999) proved that when nuisance parameters are present the EL ratio statistic is not Bartlett correctable. When the Bartlett correction is in effect, the test statistic is multiplied by a coefficient. This rescaling of the log likelihood ratio is used to reduce the discrepancy between a chi-square distribution and the
asymptotic null distribution of the log likelihood ratio. Thus, we refer to this a scale correction. Alternatively, since some modifications of the \( t \)-test, different from the Bartlett methodology, can improve the relevant Type I error control, we can consider a similar modification of the EL ratio test following the asymptotic equivalence between the two tests mentioned above. We outline the approach of Chen, showing this method changes the location of the sample instead of providing a scaling correction. In the context of the hypothesis
\[
H_0 : E(X) = \theta \quad \text{vs.} \quad H_1 : E(X) > \theta, \tag{6}
\]
define \( \hat{\beta}_1 = \sum_{i=1}^{n} (X_i - \overline{X})^3 / n S^3 \), where \( S = (\sum_{i=1}^{n} (X_i - \overline{X})^2 / (n - 1))^{0.5} \). Then the Chen modified \( t \)-test can be presented as
\[
T(X_1, \ldots, X_n | \theta) + \Delta(X_1, \ldots, X_n | \theta), \tag{7}
\]
where
\[
\Delta(X_1, \ldots, X_n | \theta) = \frac{1}{6 \sqrt{n} \hat{\beta}_1} \left[ 1 + 2 \left\{ \frac{\sqrt{n} (\overline{X} - \theta)}{S} \right\}^2 \right] + \frac{1}{9n \hat{\beta}_1} \left[ \frac{\sqrt{n} (\overline{X} - \theta)}{S} + 2 \left\{ \frac{\sqrt{n} (\overline{X} - \theta)}{S} \right\}^2 \right].
\]

This correction was obtained using an Edgeworth expansion applied to the \( t \)-test when the distribution of data is positively skewed (Chen, 1995). The test statistic (7) can be represented by the regular \( t \)-test statistic based on observations
\[
X_i^* = X_i + \frac{\Delta(X_1, \ldots, X_n | \theta)}{\sqrt{n} S}, \quad i = 1, \ldots, n. \tag{8}
\]
Thus, the Chen approach changes the location of \( X_i \)'s. Therefore, we can classify the Chen method as a location correction.

Assume we change the location of \( X_i \)'s and define the EL ratio based on relocated data and derive an optimal change of the location of the \( X_i \)'s. Towards this end, the EL ratio test is created utilizing the constraints
\[
\sum_{i=1}^{n} (X_i + d) p_i = \theta \quad \text{and} \quad \sum_{i=1}^{n} p_i = 1,
\]
under the null \( H_0 \), where \( d \) is a shift of the location. Let us obtain a form of \( d \) to correct the EL ratio test statistic following the Chen approach. By virtue of (5), we have the Type I error
\[
P_{H_0} \left\{ l(X_1, \ldots, X_n | \theta) > C_z \right\} \approx P_{H_0} \left\{ \frac{\sum_{i=1}^{n} (X_i + d - \theta)^2}{\sum_{i=1}^{n} (X_i + d - \theta)^2} > C_z \right\}
= P_{H_0} \left\{ R(d, \theta) > \sqrt{C_z} \text{ or } R(d, \theta) < -\sqrt{C_z} \right\}, \tag{9}
\]
where

\[
R(d, \theta) = \frac{\sum_{i=1}^{n} (X_i + d - \theta)}{\sqrt{\sum_{i=1}^{n} (X_i + d - \theta)^2}}
\]

\[
= \frac{\sqrt{n} (\bar{X} - \theta)}{S} \left( \frac{S}{\sqrt{\sum_{i=1}^{n} (X_i + d - \theta)^2/n}} \right) + \frac{d_n}{\sqrt{\sum_{i=1}^{n} (X_i + d - \theta)^2}}.
\]

Using the Taylor expansion with \( d \) around 0, we obtain that

\[
R(d, \theta) = T(X_1, \ldots, X_n | \theta) + \frac{d_n}{\sqrt{\sum_{i=1}^{n} (X_i - \theta)^2}} + o(d^2) \quad \text{as } d \to 0.
\]

Here, the corresponding remained term has an order of \( d^2 \) and can be ignored. Since \( R(d, \theta) > \sqrt{C_2} \) and \( R(d, \theta) \approx T(X_1, \ldots, X_n | \theta) + d_n/\sqrt{\sum_{i=1}^{n} (X_i - \theta)^2} \), then by the Chen methodology we must set up

\[
d : \frac{d_n^{0.5}}{\left( \frac{1}{n} \sum_{i=1}^{n} (X_i - \theta)^2 \right)^{0.5}} = \Delta(X_1, \ldots, X_n | \theta)
\]

as in (7) in order to correct the Type I error. Thus, we conclude that the optimal change in the data location given the rule \( R(d, \theta) > \sqrt{C_2} \) is

\[
d = \frac{1}{\sqrt{n}} \Delta(X_1, \ldots, X_n | \theta) S.
\]

By virtue of (9), and in order to approximate the decision rule \( \{l(X | \theta) > C_2 \} \), we should also consider \( \{R(d, \theta) < -\sqrt{C_2} \} \). In a similar manner to the analysis mentioned above, for a negatively skewed population, we should set up

\[
d = \frac{1}{\sqrt{n}} \Delta(-X_1, \ldots, -X_n | \theta) S.
\]

Here, when we considered \( \{R(d, \theta) < -\sqrt{C_2} \} \), to preserve the statement of (6), we utilized observations \(-X_1, \ldots, -X_n\) keeping the sign ‘>’ of the alternative hypothesis of (6). That explains the form of \( d = n^{-0.5} \Delta(-X_1, \ldots, -X_n | \theta) S \), comparing with the location change \( n^{-0.5} \Delta(X_1, \ldots, X_n | \theta) S \) given the rule \( \{R(d, \theta) > \sqrt{C_2} \} \).

Thus, we propose the following modification of the EL ratio test:

1. Calculate the values of the statistics

   \[
l_1(\theta) = l \left( X_1 + \frac{\Delta(X_1, \ldots, X_n | \theta)}{\sqrt{n}} S, \ldots, X_n + \frac{\Delta(X_1, \ldots, X_n | \theta)}{\sqrt{n}} S \bigg| \theta \right)
   \]

   \[
l_2(\theta) = l \left( X_1 + \frac{\Delta(-X_1, \ldots, -X_n | \theta)}{\sqrt{n}} S, \ldots, X_n + \frac{\Delta(-X_1, \ldots, -X_n | \theta)}{\sqrt{n}} S \bigg| \theta \right).
   \]

2. Reject the null hypothesis of (1) if

   \[
   (l_1(\theta))^{0.5} \geq Z \left( 1 - \frac{\alpha}{2} \right) \quad \text{or} \quad (l_2(\theta))^{0.5} \geq Z \left( 1 - \frac{\alpha}{2} \right),
   \]
where $Z(1-\alpha)$ is the 100$(1-\alpha)$ percentile of the standard normal distribution. Note that, if we can presuppose the underlying distribution function of observations is positively or negatively skewed, we then can define the test statistic

$$l(\theta) = 1 \left( X_1 + \frac{\Delta(X_1, \ldots, X_n \mid \theta)}{\sqrt{n}} S, \ldots, X_n + \frac{\Delta(X_1, \ldots, X_n \mid \theta)}{\sqrt{n}} S \mid \theta \right)$$

for positively skewed data;

$$l(\theta) = 1 \left( X_1 + \frac{\Delta(-X_1, \ldots, -X_n \mid \theta)}{\sqrt{n}} S, \ldots, X_n + \frac{\Delta(-X_1, \ldots, -X_n \mid \theta)}{\sqrt{n}} S \mid \theta \right)$$

for negatively skewed data,

respectively, and reject the null hypothesis if $l(\theta) \geq \chi^2(1, 1-\alpha)$, where $\chi^2(1, 1-\alpha)$ is the 100$(1-\alpha)$% percentile of the chi-square distribution with the degree of freedom of 1.

Hence, we showed that the Chen approach can be also adapted to be applied to the EL ratio test.

In accordance with the previously mentioned remarks, we can consider the Bartlett and Chen techniques as two different test-modifications. The Bartlett correction can reduce the slope caused by the difference between the chi-square distribution and the log EL ratio distribution and the Chen approach corrects the bias caused by the skewness of a null distribution of observations. Thus, we conclude to combine these modifications and to propose the next decision rule. We suggest rejecting the null hypothesis at (1) if

$$(l_1(\theta))^{0.5} \geq Z \left( 1 - \frac{\alpha}{2} \right) \left( 1 + \frac{a}{n} \right)^{-0.5} \quad \text{or} \quad (l_2(\theta))^{0.5} \geq Z \left( 1 - \frac{\alpha}{2} \right) \left( 1 + \frac{a}{n} \right)^{-0.5},$$

where $a$ is an estimator of

$$1 \frac{E((X - EX)^4)}{2 (E((X - EX)^2))^2} - \frac{1}{3} (E((EX - EX)^4))^3.$$

Note that, by virtue of the relation between the testing and interval estimation, we can obtain the confidence interval estimator of $\theta$ in the form of

$$CI_{1-\alpha} = \{ \theta(X) \mid TS(\theta) \leq C_{1-\alpha} \},$$

where $TS(\theta)$ presents a test statistic for the hypothesis (1) and $C_{1-\alpha}$ is the corresponding threshold, assuming that the nominal coverage probability is $1 - \alpha$. Therefore, the previously considered issue of the Type I error control is also relevant to a problem to improve the accuracy of the interval estimation.

3. Monte Carlo Study

In this section, we provide a Monte Carlo study to compare the following five tests: (1) the standard EL ratio test; (2) the proposed Chen-corrected EL ratio test; (3) the Bartlett-corrected EL ratio test; (4) the proposed Chen–Bartlett-corrected EL ratio test; and (5) the Student’s $t$-test. Towards this end, the null distribution
functions were chosen to be in Normal and Lognormal forms, since the asymptotic result mentioned in Sec. 2 showed that we can expect a good approximation to the test-statistic distribution when data are from a normally distributed population, whereas the approximation can be expected to be worse in the case with lognormally distributed data. We also generated data following a chi-square distribution to investigate the proposed method. Random variables were drawn from the null distributions with different parameters. At each baseline distribution and each set of parameters, we repeated 10,000 times data generations. The Monte Carlo Type I errors are presented in Tables 1–3.

As is shown in Table 1, the \( t \)-test demonstrates the actual Type I errors that are closer to the expected 0.05 than those of the considered tests, under the normal distribution assumption. The standard EL ratio method has well controlled Type I errors when the sample sizes are greater than 25. The Bartlett and Chen corrections are assumed to reduce a bias caused by the difference between the chi-square distribution and log EL ratio asymptotic distribution. In this case, this estimation is not necessary; however, the proposed Chen–Bartlett correction is readily available.

Table 2 displays situations when data follow a lognormal distribution. The notation \( LN(a, b) \) corresponds to a lognormal distribution where \( a \) and \( b \) are the mean and standard deviation of the logarithm. In accordance with the analysis mentioned in Sec. 2, we can expect corrections of the test statistics are needed in this case. Here, the Monte Carlo study confirms this conclusion. The Chen–Bartlett-corrected EL ratio test is the best of all the five test statistics. Especially when the data are strongly skewed, e.g., in the cases with \( LN(1, 2), LN(2, 2), n = 25 \), the Monte Carlo Type I errors for the EL ratio test and the \( t \)-test are greater than 0.3 (we expected the significance level at 0.05). When the combination of Chen

<table>
<thead>
<tr>
<th>Sample size</th>
<th>( \sigma )</th>
<th>ELR</th>
<th>Chen</th>
<th>Bartlett</th>
<th>Chen &amp; Bartlett</th>
<th>( t )-test</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.5</td>
<td>0.0634</td>
<td>0.0659</td>
<td>0.0563</td>
<td>0.0605</td>
<td>0.0511</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.0636</td>
<td>0.0669</td>
<td>0.0581</td>
<td>0.0614</td>
<td>0.0514</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.0642</td>
<td>0.0674</td>
<td>0.0573</td>
<td>0.0608</td>
<td>0.0498</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>0.0646</td>
<td>0.0652</td>
<td>0.0581</td>
<td>0.0602</td>
<td>0.0500</td>
</tr>
<tr>
<td>35</td>
<td>0.5</td>
<td>0.0580</td>
<td>0.0614</td>
<td>0.0529</td>
<td>0.0573</td>
<td>0.0501</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.0595</td>
<td>0.0602</td>
<td>0.0557</td>
<td>0.0565</td>
<td>0.0511</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.0599</td>
<td>0.0617</td>
<td>0.0551</td>
<td>0.0573</td>
<td>0.0511</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>0.0583</td>
<td>0.0593</td>
<td>0.0544</td>
<td>0.0555</td>
<td>0.0505</td>
</tr>
<tr>
<td>50</td>
<td>0.5</td>
<td>0.0535</td>
<td>0.0549</td>
<td>0.0501</td>
<td>0.0520</td>
<td>0.0490</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.0551</td>
<td>0.0562</td>
<td>0.0507</td>
<td>0.0524</td>
<td>0.0497</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.0598</td>
<td>0.0612</td>
<td>0.0557</td>
<td>0.0567</td>
<td>0.0542</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>0.0582</td>
<td>0.0583</td>
<td>0.0547</td>
<td>0.0547</td>
<td>0.0549</td>
</tr>
<tr>
<td>100</td>
<td>0.5</td>
<td>0.0495</td>
<td>0.0492</td>
<td>0.0482</td>
<td>0.0479</td>
<td>0.0476</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.0517</td>
<td>0.0524</td>
<td>0.0497</td>
<td>0.0500</td>
<td>0.0490</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.0523</td>
<td>0.0525</td>
<td>0.0511</td>
<td>0.0506</td>
<td>0.0514</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>0.0564</td>
<td>0.0561</td>
<td>0.0546</td>
<td>0.0548</td>
<td>0.0543</td>
</tr>
</tbody>
</table>
Table 2

The Monte Carlo Type I errors corresponded to null lognormal distributions:
\( X \sim \text{Lognormal}(\mu, \sigma^2) - \exp(\mu + 0.5\sigma^2) \) and \( H_0 : E X = 0 \) (The expected Type I error is 0.05)

<table>
<thead>
<tr>
<th>Sample size</th>
<th>((\mu, \sigma))</th>
<th>ELR</th>
<th>Chen</th>
<th>Bartlett</th>
<th>Chen &amp; Bartlett</th>
<th>T-test</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>(0, 1.0)</td>
<td>0.1229</td>
<td>0.1118</td>
<td>0.1104</td>
<td>0.1035</td>
<td>0.1264</td>
</tr>
<tr>
<td></td>
<td>(0, 1.5)</td>
<td>0.2006</td>
<td>0.1463</td>
<td>0.1858</td>
<td>0.1386</td>
<td>0.2278</td>
</tr>
<tr>
<td></td>
<td>(0, 2.0)</td>
<td>0.3221</td>
<td>0.2064</td>
<td>0.3028</td>
<td>0.1991</td>
<td>0.3641</td>
</tr>
<tr>
<td></td>
<td>(1, 1.0)</td>
<td>0.1213</td>
<td>0.1096</td>
<td>0.1145</td>
<td>0.1005</td>
<td>0.1302</td>
</tr>
<tr>
<td></td>
<td>(1, 1.5)</td>
<td>0.2024</td>
<td>0.1283</td>
<td>0.1853</td>
<td>0.1185</td>
<td>0.2253</td>
</tr>
<tr>
<td></td>
<td>(1, 2.0)</td>
<td>0.3221</td>
<td>0.1671</td>
<td>0.2890</td>
<td>0.1719</td>
<td>0.3574</td>
</tr>
<tr>
<td></td>
<td>(2, 2.0)</td>
<td>0.3197</td>
<td>0.1736</td>
<td>0.2869</td>
<td>0.1641</td>
<td>0.3573</td>
</tr>
<tr>
<td>35</td>
<td>(0, 1.0)</td>
<td>0.1061</td>
<td>0.1051</td>
<td>0.0966</td>
<td>0.0965</td>
<td>0.1108</td>
</tr>
<tr>
<td></td>
<td>(0, 1.5)</td>
<td>0.1756</td>
<td>0.1226</td>
<td>0.1626</td>
<td>0.1139</td>
<td>0.1997</td>
</tr>
<tr>
<td></td>
<td>(0, 2.0)</td>
<td>0.2852</td>
<td>0.1839</td>
<td>0.2632</td>
<td>0.1748</td>
<td>0.3329</td>
</tr>
<tr>
<td></td>
<td>(1, 1.0)</td>
<td>0.1085</td>
<td>0.0938</td>
<td>0.0987</td>
<td>0.0850</td>
<td>0.1163</td>
</tr>
<tr>
<td></td>
<td>(1, 1.5)</td>
<td>0.1760</td>
<td>0.1127</td>
<td>0.1611</td>
<td>0.1039</td>
<td>0.2011</td>
</tr>
<tr>
<td></td>
<td>(1, 2.0)</td>
<td>0.2851</td>
<td>0.1566</td>
<td>0.2675</td>
<td>0.1499</td>
<td>0.3337</td>
</tr>
<tr>
<td></td>
<td>(2, 2.0)</td>
<td>0.2855</td>
<td>0.1533</td>
<td>0.2680</td>
<td>0.1438</td>
<td>0.3333</td>
</tr>
<tr>
<td>50</td>
<td>(0, 1.0)</td>
<td>0.0851</td>
<td>0.0830</td>
<td>0.0771</td>
<td>0.0695</td>
<td>0.0933</td>
</tr>
<tr>
<td></td>
<td>(0, 1.5)</td>
<td>0.1561</td>
<td>0.1186</td>
<td>0.1450</td>
<td>0.1111</td>
<td>0.1853</td>
</tr>
<tr>
<td></td>
<td>(0, 2.0)</td>
<td>0.2534</td>
<td>0.1574</td>
<td>0.2335</td>
<td>0.1506</td>
<td>0.3074</td>
</tr>
<tr>
<td></td>
<td>(1, 1.0)</td>
<td>0.0950</td>
<td>0.0911</td>
<td>0.0867</td>
<td>0.0831</td>
<td>0.1034</td>
</tr>
<tr>
<td></td>
<td>(1, 1.5)</td>
<td>0.1537</td>
<td>0.1067</td>
<td>0.1420</td>
<td>0.0987</td>
<td>0.1836</td>
</tr>
<tr>
<td></td>
<td>(1, 2.0)</td>
<td>0.2571</td>
<td>0.1381</td>
<td>0.2406</td>
<td>0.1289</td>
<td>0.3042</td>
</tr>
<tr>
<td></td>
<td>(2, 2.0)</td>
<td>0.2554</td>
<td>0.1258</td>
<td>0.2381</td>
<td>0.1164</td>
<td>0.3077</td>
</tr>
<tr>
<td>100</td>
<td>(0, 1.0)</td>
<td>0.0688</td>
<td>0.0821</td>
<td>0.0713</td>
<td>0.0676</td>
<td>0.0750</td>
</tr>
<tr>
<td></td>
<td>(0, 1.5)</td>
<td>0.1222</td>
<td>0.0970</td>
<td>0.1137</td>
<td>0.0899</td>
<td>0.1514</td>
</tr>
<tr>
<td></td>
<td>(0, 2.0)</td>
<td>0.2040</td>
<td>0.1151</td>
<td>0.1899</td>
<td>0.1076</td>
<td>0.2550</td>
</tr>
<tr>
<td></td>
<td>(1, 1.0)</td>
<td>0.0809</td>
<td>0.0842</td>
<td>0.0750</td>
<td>0.0780</td>
<td>0.0877</td>
</tr>
<tr>
<td></td>
<td>(1, 1.5)</td>
<td>0.1265</td>
<td>0.1007</td>
<td>0.1181</td>
<td>0.0930</td>
<td>0.1567</td>
</tr>
<tr>
<td></td>
<td>(1, 2.0)</td>
<td>0.2030</td>
<td>0.1139</td>
<td>0.1896</td>
<td>0.1064</td>
<td>0.2541</td>
</tr>
<tr>
<td></td>
<td>(2, 2.0)</td>
<td>0.2042</td>
<td>0.1071</td>
<td>0.1895</td>
<td>0.1005</td>
<td>0.2582</td>
</tr>
</tbody>
</table>

Table 3

The Monte Carlo Type I errors corresponded to null chi-square distributions:
\( X \sim \chi^2(1) - 1 \) and \( H_0 : E X = 0 \) (The expected Type I error is 0.05)

<table>
<thead>
<tr>
<th>Sample size</th>
<th>ELR</th>
<th>Chen</th>
<th>Bartlett</th>
<th>Chen &amp; Bartlett</th>
<th>T-test</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.0986</td>
<td>0.0907</td>
<td>0.0911</td>
<td>0.0844</td>
<td>0.0953</td>
</tr>
<tr>
<td>35</td>
<td>0.0840</td>
<td>0.0777</td>
<td>0.0788</td>
<td>0.0721</td>
<td>0.0892</td>
</tr>
<tr>
<td>50</td>
<td>0.0702</td>
<td>0.0689</td>
<td>0.0699</td>
<td>0.0590</td>
<td>0.0773</td>
</tr>
<tr>
<td>100</td>
<td>0.0560</td>
<td>0.0657</td>
<td>0.0667</td>
<td>0.0502</td>
<td>0.0610</td>
</tr>
<tr>
<td>300</td>
<td>0.0515</td>
<td>0.0558</td>
<td>0.0568</td>
<td>0.0500</td>
<td>0.0550</td>
</tr>
</tbody>
</table>
and Bartlett corrections were applied, the Type I error was about two times better approximated than that of the other two tests. Therefore, we can conclude that the proposed method can significantly improve the Type I error control and the accuracy to cover probabilities of the interval estimation.

Table 3 is related to the cases where data follow a chi-square distribution. From Table 3, the proposed Chen–Bartlett-corrected EL ratio test is shown to have the best ability to control the Type I error especially when the sample sizes are relatively small. With the increasing of the sample size, all the tests tend to perform well.

4. A Glucose Data Example

In this section, we use the proposed method to construct the confidence interval estimators based on data from a study that evaluates biomarkers related to atherosclerotic coronary heart disease. We consider the biomarker “glucose” that can quantify different phases of oxidative stress and antioxidant status process of an individual (e.g., Schisterman et al., 2001). A population-based sample of randomly selected residents of Erie and Niagara counties, 35–79 years of age, was the focus of this investigation (Schisterman et al., 2001). The sampling frame for adults between the ages of 35 and 65 was from the New York State Department of Motor Vehicle drivers’ license rolls, while the elderly sample (age 65–79) was randomly chosen from the Health Care Financing Administration database. A cohort of 917 men and women were selected for the analyses to present a population without myocardial infarction. Participants provided a 12-h fasting food specimen for biochemical analysis at baseline, and a number of parameters were examined from fresh blood samples.

We illustrate the proposed method based on the biomarker glucose that has values with a right-skewed distribution. The strategy was that a sample with size \( N \) was randomly selected from the glucose data to estimate the confidence intervals at the level 95% of the mean, say \([a, b]\); the rest of the data was used to calculate the average of the glucose levels, say \( c \). The value of \( 917-N \) was chosen to be large, and hence we believe the computed average \( c \) is very close to the theoretical mean of the glucose levels. We repeated this strategy 10,000 times calculating the frequencies of the event \( c \in [a, b] \). This bootstrap-type test shows that the Chen–Bartlett and Chen corrected EL ratio tests provides the coverage probabilities that are closer to the target 0.95 than those of the EL ratio test and the Bartlett corrected EL ratio test and the \( t \)-test. Table 4 presents these results for the different sample sizes of

<table>
<thead>
<tr>
<th>Sample size</th>
<th>ELR</th>
<th>Chen</th>
<th>Bartlett</th>
<th>Chen &amp; Bartlett</th>
<th>( T )-test</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0.7696</td>
<td>0.8439</td>
<td>0.7854</td>
<td>0.8448</td>
<td>0.7903</td>
</tr>
<tr>
<td>25</td>
<td>0.8332</td>
<td>0.8997</td>
<td>0.8455</td>
<td>0.8977</td>
<td>0.8314</td>
</tr>
<tr>
<td>35</td>
<td>0.8684</td>
<td>0.9289</td>
<td>0.8798</td>
<td>0.9403</td>
<td>0.8551</td>
</tr>
<tr>
<td>50</td>
<td>0.8896</td>
<td>0.9387</td>
<td>0.8996</td>
<td>0.9445</td>
<td>0.8775</td>
</tr>
<tr>
<td>100</td>
<td>0.9120</td>
<td>0.9403</td>
<td>0.9188</td>
<td>0.9490</td>
<td>0.9025</td>
</tr>
</tbody>
</table>
N = 15, 25, 35, 50, and 100. It can be noticed that when the sample size is above 50, the actual coverage probabilities is very close to the nominal one.

Thus, we propose to use the Chen–Bartlett and Chen corrected EL ratio statistics to estimate the confidence interval for the mean of glucose measurements. The investigated test statistics provided the confidence intervals at the level 95% of the mean of the glucose biomarker measured from 917 patients without myocardial infarction (the healthy population). The results are shown in Table 5. The ELR, Bartlett corrected ELR, and $T$-test show approximately similar results, the use of which can be misleading, taking into account the outputs of Table 4 and that glucose measurements have a right skewed distribution.

5. Conclusions

The EL methodology has been well addressed in the literature as a nonparametric version of its powerful parametric likelihood counterparts. An important property is that the asymptotic distribution of $2\log$ EL ratio test statistics follow a chi-square distribution. However, this approximation can be biased especially when the sample size is small. In this article, we illustrated the skewness of the data distribution can also affect the efficiency of the EL ratio tests. With respect to improving the Type I error control of the tests and coverage probability of the interval estimation the EL technique and the Bartlett correction of the EL ratio tests are well accepted in the literature. We proved that the EL ratio test can be corrected in a similar manner to a classic $t$-test’s correction. Thus, the Chen (1995) approach, which was proposed to correct the skewness of the $t$-test distribution, was adapted to be applied to the EL ratio test. The Bartlett correction was shown to be based on scaling modified data, whereas the Chen method was presented via changing the location. We noted that the Bartlett technique requires certain additional conditions, e.g., no nuisance parameters related to the statement of problem, Cramér’s conditions, which are unnecessary when the Chen correction is assumed to be applied.

In this article, we also proposed to combine both the Bartlett and Chen techniques as the new modification of the EL ratio test in order to improve the accuracy of the interval estimations.

Our arguments are confirmed via both the theoretical consideration and the Monte Carlo study. The Bartlett–Chen-corrected EL ratio test was shown to perform much better than the standard EL ratio test and also the classic Student’s $t$-test when data were from skewed distribution. To demonstrate that the proposed
method can be utilized in practice, we applied the proposed method to construct the confidence intervals for the glucose data that is from a coronary heart disease study. The proposed methodology can also be applied to different EL-type procedures.

Appendix

A.1. Sketch Proof of the Asymptotic Chi-Square Distribution of $l(X_1, \ldots, X_n \mid \theta)$

We have

$$l(X_1, \ldots, X_n \mid \theta) = -2 \log [L(X_1, \ldots, X_n \mid \theta)n^n] = 2 \sum \log [1 + \lambda(X_i - \theta)],$$

where $\lambda$ is a root of the equation

$$g(\lambda) = \sum_{i=1}^{n} \frac{X_i - \theta}{1 + \lambda(X_i - \theta)} = 0. \quad (A1)$$

Applying the Taylor expansion, we can expand $g(\lambda)$ with $\lambda$ around 0. Hence, by (A1), we conclude that

$$\lambda \approx n \cdot \sum_{i=1}^{n} \frac{(X_i - \theta)}{\sum_{i=1}^{n} (X_i - \theta)^2} \quad \text{as } n \to \infty. \quad (A2)$$

Since $l(X_1, \ldots, X_n \mid \theta) = 2 \sum \log [1 + \lambda(X_i - \theta)]$, now consider $l(X_1, \ldots, X_n \mid \theta)$ with Taylor series where $\lambda$ is close to 0 and after plugging (A2) to the statistic $2 \sum \log [1 + \lambda(X_i - \theta)]$ we obtain

$$l(X_1, \ldots, X_n \mid \theta) \approx \frac{\sum_{i=1}^{n} (X_i - \theta)^2}{\sum_{i=1}^{n} (X_i - \bar{X})^2}.$$ \quad (A3)

Note that the test statistic $T(X_1, \ldots, X_n \mid \theta)^2$ has an asymptotic chi-square distribution as follows

$$T(X_1, \ldots, X_n \mid \theta) = \frac{\sum_{i=1}^{n} (X_i - \theta)}{\sqrt{\sum_{i=1}^{n} (X_i - \bar{X})^2}} \xrightarrow{p} N(0, 1)$$

and hence $l(X_1, \ldots, X_n \mid \theta) \approx T^2(X_1, \ldots, X_n \mid \theta) \xrightarrow{p} \chi^2(1)$.

This completes the brief proof.

Acknowledgment

The authors are grateful to the Editor and referee for their helpful comments that clearly improved this article.

References


